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Solvents are key to many chemical and energy conversion processes. Solvents should be selected as part of process design,
optimizing a process-level objective to account for the interactions between molecular properties and process performance.
In this paper, we integrate the computer-aided molecular design of solvents with the design of heat-integrated processes
for minimum utility demand. The process flowsheet is represented by thermodynamically accurate shortcut process
models, encompassing the most common unit operations: extraction, distillation, absorption, and multiphase reaction. For
each candidate solvent, we optimize the process considering heat integration and design solvents based on their process
performance. All thermodynamic properties are predicted using quantum chemistry. The method is applied to two case
studies: extraction-distillation and integrated carbon capture and utilization. In both studies, designed solvents improve
process performance compared to literature benchmarks, where simpler heuristics lead to suboptimal choices. Thus, the

results highlight the importance of integrating molecular and process design to achieve maximum process performance.
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1 Introduction

Maximum performance of chemical plants requires system-
atic process design during the conceptual design stage. For
systematic process design, various optimization-based
methods have been developed in process systems engineer-
ing [1]. A chemical process involves various units and auxil-
iaries to transform raw materials into products. Today, pro-
cess design therefore includes the optimization of process
settings and unit operations as well as heat recovery and
utility systems [2] and the selection of molecules as auxilia-
ries such as solvents or working fluids [3-6].

Traditionally, process design follows a sequential ap-
proach from the reactor to separation and recycle systems
and the heat exchanger network without explicitly consider-
ing auxiliaries [7]. However, this sequential approach does
not account for the considerable interactions between the
entire process system and each unit or the heat recovery
subsystem. The optimal process system performance cannot
always be achieved by separately optimizing the process
subsystems. Thus, advanced design methods integrate the
subsystems of the process flowsheet, e.g., by mathematical
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optimization [8]. However, current methods focus either on
(1) energy and mass integration or (2) solvent selection.
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1) Energy and mass integration: In the literature, several
solutions are presented to integrate process optimization with
the design of the heat recovery network [9-14]. These meth-
ods simultaneously design the (reaction-) separation process
and heat exchange by solving large superstructure optimiza-
tion problems. Superstructure problems usually contain non-
convexities and many discrete degrees of freedom and are
thus challenging to solve [8]. Therefore, the solution methods
often require tailored solution algorithms for computational
efficiency. Recently, Liesche et al. [15] and Schack et al. [16]
presented the superstructure-based process synthesis method
FluxMax that avoids non-linearities in the optimization
problem by discretizing the thermodynamic state space
before optimization. Thereby, the non-linear process synthe-
sis problem is reduced to a linear flux optimization of
elementary process functions on the thermodynamic grid.

2) Solvent selection: Aside from process settings and heat
integration, the performance of chemical and energy con-
version processes is substantially impacted by the molecules
used as auxiliaries, e.g., solvents [4,17]. However, process
design approaches considering heat integration usually
assume a fixed selection of molecules or a small preselected
set to avoid the problem complexity due to the large molec-
ular design space [5].

However, process and solvent cannot be optimized inde-
pendently and need to be integrated [3,5,6]. Choosing an
optimal solvent is frequently key to the success of process
design since only the optimal solvent enables maximum
process performance. The selected solvent influences pro-
cess conditions and optimal settings of unit operations and
thus even heat integration and utility consumption.

Thus, various approaches have been developed for inte-
grated computer-aided molecular and process design
(CAMPD) to systematically evaluate the molecular design
space for optimal combinations of molecules and processes
[6,18]. CAMPD methods link a molecular representation
with a predictive thermodynamic model and a process
model to account for the impact of molecular structure
decisions on the process performance [3]. Because of the
usually non-ideal thermodynamics and integer decision on
the molecular structure, CAMPD problems are highly non-
linear and computationally challenging [18,19]. Therefore,
CAMPD methods commonly simplify either the process
design scope or the molecular design space.

Many CAMPD methods approximate the solvent influ-
ence on the process using simplified performance indicators
such as partition coefficients or relative volatilities [20-24].
Other CAMPD methods assess only single process units or
flowsheet subsystems [22, 25-31]. However, limiting the
process modeling to simplified performance indicators, sin-
gle-unit operations or small subsystems of the process flow-
sheet does not capture all flowsheet-inherent trade-offs.
Simplifying the process design scope can thus lead to sub-
optimal solvent selection for the final optimized overall pro-
cess flowsheet [3,6]. Even more, the influence of a heat
recovery system has been neglected in CAMPD [5].
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CAMPD methods modeling the whole process flowsheet
typically simplify the molecular design scope by simplifying
property prediction [32,33] or limiting the molecular
design space to specific molecular groups [34-42]. These
CAMPD methods rely on one or more group contribution
(GC) methods for predicting thermodynamic properties of
candidate molecules. GC methods have been shown to
accurately predict various thermodynamic and non-con-
ventional properties [43,44]. However, group parameters
are usually parametrized from experimental data and are
not available for all kinds of molecules, in particular for
higher-order groups [45]. Moreover, several GC methods
are usually employed to cover all thermodynamic properties
required for process design, e.g., for ideal-gas heat capaci-
ties, activity coefficients or enthalpies of vaporization. How-
ever, combining several GC methods and parameter sets
can lead to inconsistent predictions and contradictions [45].
Thus, CAMPD preferentially requires consistent property
prediction that does not limit the molecular design space,
e.g., based on quantum chemistry [3].

In this work, we aim to advance molecular and process
design beyond the simplification of process models while
building on reliable thermodynamic data from a large
molecular design space. We present a CAMPD method that
integrates molecular and process design by (1) modeling
the entire process flowsheet, (2) including heat integration,
and (3) using thermodynamic properties from quantum
chemical calculations. Our method designs molecules and
processes for maximum process performance of the entire
heat-integrated process flowsheets. Because of the CAMPD
problem complexity, we combine models for thermody-
namic property prediction and process design that balance
details, scope, and computational effort.

Our CAMPD method is based on the COSMO-CAMPD
framework for integrated molecular and process design
using a genetic algorithm, COSMO-RS and pinch-based
process models [25,46]. COSMO-RS allows for computing
liquid phase properties and transitions between gas and lig-
uid phase. Compared to the original COSMO-CAMPD
[25], we further extend property prediction by automated
quantum chemistry and thermochemistry calculations for
the ideal gas state, enabling us to predict ideal-gas heat ca-
pacities of solvents for calculating sensible heats and heat
integration. We use computationally efficient pinch-based
process models from literature for fast and accurate process
design of entire process flowsheets, including extraction,
distillation, and absorption [47-49] and multiphase equilib-
rium reactions [50]. To efficiently target the heat-integrated
energy demand, we extend the framework by the transship-
ment model for heat integration [51]. As a result, the meth-
od designs solvents based on minimum utility demand
while remaining computationally tractable.

To explain and demonstrate the extended COSMO-
CAMPD method, this article is structured as follows: In
Sect. 2, the integrated CAMPD problem is formulated as an
optimization problem and the solution algorithm is
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explained. We describe which models have been integrated
and which methods were used. In Sect.3, the extended
COSMO-CAMPD method is applied to two case studies: an
extraction-distillation process (Sect. 3.1) and an integrated
carbon capture and utilization process (Sect. 3.2). COSMO-
CAMPD is compared with the state of the art and highlight
the new capabilities of the method before conclusions are
drawn in Sect. 4.

2 Method: COSMO-CAMPD for
Heat-Integrated Processes

The presented COSMO-CAMPD method integrates molec-
ular and process design using quantum chemistry-based
property prediction and shortcut process models for unit
operations and heat integration. The method can be formu-
lated as an optimization problem for maximum process
performance:

minf(x,y,§, ¥, 8) Objective function
Xy

Transshipment model for heat

st&=gny) integration
Y =h(y,0) Process model
. Model for predictin
0 =jx.) thermodynzmic proierties (1)
0 = k(x) Representation of molecules
ca(x)<0 Molecular constraints
(0)<0 Thermodynamic constraints
c(y,0)<0 Process constraints
xe X Molecular structure
yeY Process settings

In this optimization problem, we optimize the molecular
structure x and the process variables y for a process design
objective function f(x, y, &, ¥, 6), e.g., the exergy demand or
the operating cost of the process. The objective function f
may depend on the molecular structure x, process variables
y, targets for heat integration &, process quantities 1, and
thermodynamic properties 0. To calculate the objective, we
integrate models for heat integration, process, thermo-
dynamic properties, and molecular structure:

1) For targets for heat integration &: The heat integration
model g (3, 1) calculates maximum feasible heat integra-
tion and corresponding minimum demands of utilities
& based on the process variables y (e.g., optimised tem-
peratures in unit operations) and process quantities ¥
from the process model £ (e.g., heat and mass flows).

2) For process quantities 3: The process model # (y,0)
combines individual models of unit operations and
depends on process variables y and thermodynamic
properties 0, e.g., activity coefficients, heat capacities or
enthalpies of vaporisation.

3) For thermodynamic properties 6: The predictive ther-
modynamic models j(x,y) calculate thermodynamic
properties for process model evaluation depending on
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the molecular structure x and process settings j, e.g.,
activity coefficients, vapour pressures or ideal gas heat
capacities.

4) For representing the molecular structure x: The CAMD
model k(x) represents the molecules using 3D-frag-
ments and ensures chemical feasibility, e.g., the octet
rule.

The optimization of the integrated design problem is sub-
ject to constraints on the molecular level c;(x) (e.g., the
maximum number of non-hydrogen atoms), thermody-
namic constraints ¢,(0) (e.g., a minimum boiling point of
the solvent), and process constraints c;(3,0) (e.g., limits on
process variables). The constraints ¢, ¢, and c¢; increase
computational efficiency of the algorithm by discarding
candidate solvents as soon as possible before performing
more extensive evaluations [38]. The individual models are
combined for one method for molecular and process design
(Fig.1). For details on the implementation, as well as for
further use, the full source code of the extended COSMO-
CAMPD method is freely available at https://gitlab.ethz.ch/
epse/molecular-design-public/cosmo-campd.

Solution algorithm: We integrate property prediction
using quantum chemistry and process optimization into a
molecular design algorithm [52] resulting in an evolution-
ary optimization procedure of four steps per iteration
(Fig. 1): (1) generation of candidate solvents, (2) prediction
of thermodynamic properties, (3) process optimization and
(4) ranking of candidate solvents.

1) Generation of candidate solvents: As the first step of

each iteration, candidate solvents are generated using
the genetic algorithm LEA3D [52]. The genetic algo-
rithm forms the outer loop of the optimization proce-
dure and runs property prediction (Step 2) and process
optimization (Step 3) for each candidate solvent (Fig. 1).
The genetic algorithm is based on a predefined 3D-
molecular fragment library. LEA3D creates candidate
solvents by combining molecular fragments. The initial
generation is randomly created. Every subsequent gen-
eration is created by altering the candidate solvents of
the previous generation through genetic operations, i.e.,
crossover and mutation. In this way, the genetic algo-
rithm moves through the molecular design space.
At any time, the candidate solvents from LEA3D satisfy
chemical feasibility expressed through the equality con-
straints k(x). The molecular constraints c¢;(x) are also
checked by LEA3D for every candidate solvent. Candi-
date solvents violating the molecular constraints are dis-
carded from further evaluation.

2) Prediction of thermodynamic properties: For each can-
didate solvent, thermodynamic properties 6 are pre-
dicted based on quantum chemistry. To evaluate a pro-
cess for operating cost or thermodynamic performance,
equilibrium properties and thermochemical properties
are required. For this purpose, we employ two quantum
chemistry-based methods: COSMO-RS [53] for equilib-
rium properties (Sect. 2.1) and automated thermochem-

Chem. Ing. Tech. 2023, 95, No. 3, 368-380

95U8017 SUOWILIOD BA1TE.1D) 8{cedl|dde au Ag peusenob afe sapie VO ‘8sn J0 SajnJ o) Akeiqi]8UlUO A8|IA LD (SUORIPUOD-PUE-SWLB) 00" A3 1M Ale.d1BulUo//Sty) SUONIPUOD pue Swis | 8U 89S *[£202/20/22] Uo Aleiqiauliuo A8|IM ‘Jelusd Uosessay HAWID Yol ne winauezsBunyasiod Aq 860002202 9119/200T 0T/I0p/uod A8 | 1w Ake.q 1 ul|uo//:sdny wouy pepeoiumod '€ €202 '0v922eST



Chemie

Ingenieur  Research Article
Technik

371

istry calculations for thermochemical properties (Para-

graph 2.2).

2.1) COSMO-RS predicts equilibrium properties of

pure components and mixtures, e.g. activity or
Henry coefficients or enthalpies of vaporization.
We use COSMO-RS on the TZVP-MF level of
theory for each molecule, i.e., full geometry opti-
mization and determination of the screening
charge density (c-surface) using the DFT func-
tional BP86 and a TZVP basis set performed on a
semiempirical conformer generation [53]. TZVP-
MF exhibits a good balance between computation-
al cost and accuracy for application in CAMPD
[24]. The optimized geometries and c-surface are
computed for pure components and are stored in a
local database for reuse. Thus, the time-consuming
DFT calculations are only performed once for each
candidate solvent.
Based on the thermodynamic equilibrium proper-
ties, property constraints c,(6) on thermodynamic
requirements are evaluated, e.g., limits for boiling
points or the existence of azeotropes [54]. Only
“thermodynamically feasible” candidates are fur-
ther considered for thermochemical calculations
and process optimization.

2.2) Thermochemistry is used to calculate ideal gas
properties, i.e., ideal gas heat capacities. Based on
the preoptimized geometries from BP86/TZVP
calculations, the molecular geometries are opti-
mized, and vibrational frequencies are computed
using the DFT functional B3LYP [55,56] with
TZVP basis set assuming the rigid rotor harmonic
oscillator (RRHO) approximation [57]. B3LYP is
more accurate than BP86 for geometry optimiza-
tion as well as vibrational frequencies and is
known for a good balance between computational
cost and accuracy [58, 59]. Based on the optimized
geometries and the vibrational frequencies, fre-
quency analysis is performed using the TAMkin
package [60] to yield the thermochemical proper-
ties.

Details on the software used for the quantum chemistry cal-

culations and a brief comparison of the property prediction

accuracy with experimental data can be found in the Sup-
porting Information (SI) Sect. SI and S3.

3) Process optimization: Using the thermodynamic prop-
erties from Step 2, we model the entire process flow-
sheet and optimize process settings using shortcut pro-
cess models for individual process units (3.1) and heat
integration (3.2).

3.1) Process units are modeled using equilibrium- and
pinch-based process models. Pinch-based process
models are available for the most common separa-
tion unit operations: absorption [48], extraction
[49], and distillation [47]. An equilibrium-based
multiphase reactor from Scheffczyk et al. [50] is
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available using the homotopy continuation algo-
rithm by Bausa and Marquardt [61] for phase
equilibrium calculations. These equilibrium- and
pinch-based shortcut process models allow model-
ing of entire process flowsheets for many process-
es.

The pinch-based shortcut process models are well
suited for CAMPD since they consider non-ideal
thermodynamics without simplifications to heuris-
tic performance indicators (see Supporting Infor-
mation Section S4 for a brief comparison to rigor-
ous process models). Nevertheless, the calculation
of process units is efficient and robust, e.g., by
avoiding tray-to-tray calculations. Instead, pinch-
based process models calculate the minimum op-
erating point of a column by assuming vanishing
thermodynamic driving forces. This assumption
corresponds to columns with an infinite number
of trays. Thus, in the context of balancing operat-
ing and investment expenditures, the results of the
pinch-based models represent the limiting case of
minimal operating expenditures without consider-
ing investment cost. CAMPD using pinch-based
process models is suited to optimize thermody-
namic quantities, e.g., exergy loss, energy and sol-
vent demand, or operating cost, e.g. cost of utility
consumption.

3.2) Heat integration is performed by pinch analysis
using the transshipment model of Papoulias and
Grossmann [51]. The transshipment model yields
the maximum heat integration of a thermodynam-
ically optimal heat recovery network. Like the
pinch-based process models for the unit opera-
tions, investment costs for the heat recovery net-
work are not calculated but targets for minimum
utility consumption based on heat and mass flows.
Using the transshipment model allows formulating
the heat integration problem model as a linear
program (LP) and solving it computationally effi-
ciently. Thus, in combination with the pinch-based
process models, maximum heat-integrated process
performance is evaluated for each solvent based on
a process-level objective function. The transship-
ment model and its mathematical optimization
formulation are detailed for interested readers in
Sect. S5 of the SL

The used process models are computationally efficient and
converge robustly compared to rigorous process models.
Therefore, optimization of the process degrees of freedom,
e.g., operating temperatures or pressures, is possible for
each candidate solvent. Since the process models are black
boxes for the overall CAMPD optimization algorithm, gra-
dient-based numerical optimization from multiple starting
points is employed (see SI Sect. S1 for details). For each
evaluation of the objective function, the process flowsheet
and heat integration is solved. The process optimization
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yields optimal process settings considering subsequent heat

integration for each solvent. Thus, each solvent can be eval-

uated in Step 4 based on its maximum process perfor-
mance.

4) Ranking of molecules and next generation: Based on the
results from process optimization, all candidate solvents
are scored and ranked according to the predefined
objective function. The objective function value is used
as a fitness score for the genetic algorithm, which
applies genetic operations to generate a new set of mole-
cules (Step 1).

The four steps of the method are repeated until a prede-
fined number of generations is met or a desired improve-
ment is achieved, and the algorithm terminates. The result
is a ranked list of molecules and corresponding optimal
process settings that can be further refined by additional
design criteria and validation. In this work, we check all
candidate solvents of the ranked list for commercial avail-
ability or synthesizability. We verify commercial availability
by searching online databases. If a candidate solvent is not
commercially available, we check synthesizability using a
retrosynthesis method based on the attention-based Molec-
ular Transformer model [62,63]. A candidate solvent is
considered synthesizable if at most three subsequent reac-
tions are required to form the candidate solvent from com-
mercially available reactants with a confidence of the retro-
synthesis algorithm greater than 50 %.

3 Case Studies and Application
of COSMO-CAMPD

We apply the extended COSMO-CAMPD method to two
case studies: (1) a hybrid extraction-distillation process for
the purification of y-valerolactone and (2) an integrated
carbon capture and utilization (ICCU) process to produce
carbon monoxide. The case studies demonstrate the capa-
bilities of COSMO-CAMPD for integrated design of sol-
vents and heat-integrated processes. In particular, we com-
pare how the results from COSMO-CAMPD differ from
state-of-the-art methods through extended property predic-
tion using thermochemistry and heat integration.

3.1 Hybrid Extraction-Distillation of y-Valerolactone

In recent years, the bio-based production of y-valerolactone
(GVL) from lignocellulosic biomass has been extensively
discussed [64]. GVL is considered a promising platform
chemical, a green solvent or even a renewable fuel. A pro-
duction pathway for GVL via hybrid extraction-distillation
of the aqueous reactor outlet (Fig.2) has been proposed in
the literature using the extraction solvent n-butyl acetate
[65,66]. Therefore, n-butyl acetate represents the bench-
mark for solvent design with COSMO-CAMPD in this
work.

Initialize algorithm
* Molecular fragments

3.1.1 Problem Definition

- Process parameters / o — \ The objective of the integrated solvent and pro-
ptimized geometry . . L

l o-surface cess design is to minimize the process exergy
@ DFT BP86/TZVP demand after heat integration by choosing an
] Generate molecules c v (23 optimal solvent with the corresponding optimal
LEA3D 2 Equilibrium properties ) process settings. In this case study, the degrees
T 3 COSMO-RS of freedom of the process are the extraction and
.§ 2 broperty prediction > decanter temperatures Tgy, and Tp. and the
2 < Qua‘;tur};pchemistry ‘é Optimized geometry & pressure in the distillation column ppiy. The
2 5 2 | Vvibrational frequencies process modeling considers the reboiler and

S 9 .o o
5 O @ Y DFT B3LYP gZVP RRHO( 29 condenser duties in the distillation column, as
3 é Process optimization Thermochemistry . well as the sensible heats for heating and cooling
g Pinch models TAMKin of various flows (Fig.2). Heat is supplied by
3 low-pressure (3bar) and high-pressure (70 bar)
@ Rank molecules /e steam at 410 K and 558.15 K, and cooling is pro-

c . .
| EASD £ Pinch-based @ vided by cooling water at 283 K. The heat recov-
No £ process models ery approach temperature (HRAT) is set to 10K,
W g and the feed is assumed to contain 5mol %
@ GVL. More details can also be found in the SI
Ye.s § Heat integration @ Sect. S6.
Postprocessing by \& For the LEA3D algorithm, we limit the 3D
additional selection criteria

y

Ranked list of solvents and
optimal process settings

molecular fragment library to fragments con-
taining carbon, hydrogen, and oxygen to design
potentially green and bio-based solvents (for

Figure 1. COSMO-CAMPD method for the design of heat-integrated processes

details on the molecular fragments, see SI
Sect. S2.1).

by including thermochemistry from quantum chemistry calculations and process
optimization including heat integration. The methods used are given in italics.
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demand of the process as a selection criterion to
- solvents identified using standard selection rules
“ from the literature. Commonly, heuristic selec-
water tion rules for an extraction solvent focus only on
@ the solvent’s performance in the extraction col-
solvent N umn, e.g., the minimum solvent demand for
—( “) ’l: - extraction. From our analysis, the minimum sol-
o - vent demand in extraction correlates well with
7 Poist the exergy demand of the heat-integrated pro-
4-®—v @—f" cess (Pearson’s Correlation Coefficient p = 0.92,
water + -]

y-valerolactone —/

Te

Fig.3). Thus, we can confirm the heuristic that
promising extraction solvents must necessarily
exhibit a low solvent demand for extraction.

y-valerolactone However, this correlation does not apply among

‘@ the high-ranking solvents, e.g., ranking higher

Figure 2. Flowsheet for the extraction-distillation of y-valerolactone with pro-

cess degrees of freedom highlighted for the process units.

3.1.2 Results and Discussion

In total, COSMO-CAMPD designs 715 unique candidate
solvents in approximately 3.5 days. From the 715 candidate
solvents, 348 candidate solvents fulfil the property con-
straints and are feasible as solvents for the process. 40 can-
didate solvents are neither commercially available nor pre-
dicted to be synthesizable as revealed by database search
and retrosynthesis and thus are discarded after the design.
The optimal solvent with the minimum exergy demand of
the heat-integrated process is 3-vinylfuran. 3-vinylfuran
leads to a total exergy demand of 43.7kJ molsy, for the
extraction-distillation process corresponding to

than the benchmark n-butyl acetate. For these
top 97 solvents, the correlation between the
minimum solvent demand in extraction and
the exergy demand of the heat-integrated pro-
cess is weak (Pearson’s Correlation Coefficient
p = 0.07). Moreover, the solvent with the lowest solvent
demand for extraction ranks only 182nd in total process
exergy demand (Tab.1). Therefore, the minimum solvent
demand is not sufficient as objective to yield a low process
exergy demand. The entire process needs to be considered
for selecting an optimal extraction solvent.

Scheffczyk et al. [25] considered the combined extraction-
distillation process and used the distillation reboiler energy
demand as the objective of the solvent design. Since the au-
thors did not include the thermochemical estimation of heat
capacities for each candidate solvent, they did not consider
sensible heats and heat integration. However, ranking the

a reduction in the exergy demand by 40 % com-

pared to the benchmark n-butyl acetate with a 500
total exergy demand of 72.9kJ molgy, . Besides
3-vinylfuran, the method designs 97 additional
candidate solvents with a lower exergy demand
than n-butyl acetate highlighting the systematic
generation of promising alternatives. Of the top
50 candidate solvents, 42 candidate solvents
contain the vinyl group or the furan group,
which are thus identified as promising by the
method. However, since molecules with vinyl
groups tend to polymerize [67] and furanic
compounds are suspected to be toxic and carci-
nogenic [68, 69], these candidates are subject to
further, individual assessment. The most prom-
ising candidate solvent without a vinyl or furan
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group is toluene, with a total exergy demand of
55.0 k] molgy;, corresponding to a reduction by
25 % compared to n-butyl acetate.
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Solvents for extraction-distillation processes
are commonly selected using heuristic selection

Figure 3. Comparison of total exergy demand of heat-integrated process (E;ot)
and exergy demand from reboiler energy (E,ep) Nneglecting sensible heat. The

rules [3,5,6]. Thus, we compare the solvents  color code indicates the heuristic selection criterion of minimum solvent
identified using the heat-integrated exergy  demand for extraction (Smin)-
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Table 1. Highest ranking solvents for the extraction-distillation of y-valerolactone based on the corresponding objective functions: Mini-
mization of heat-integrated exergy demand of the entire process (E.t), exergy demand of distillation reboiler neglecting sensible heat

(E,ep) Or solvent demand for extraction (Smin)-

Optimal solvent regarding ... Molecular structure

Exergy demand process E,,;  Exergy demand reboiler E,, Solvent demand S,,,;,,

[k] molgy, ] Rank [k] molgy, | Rank [mol molgy; ] Rank
total heat-integrated d o o 43.7 1 28.6 11 0.036 42
exergy demand 7/
exergy demand of i \ 43.7 2 27.8 1 0.032 30
distillation reboiler oH,
HC
solvent demand for BN oH 97.7 182 80.2 200 0.021 1
extraction
o

H,C CH,
benchmark n-butyl ”J°\/\/°\n/c“ﬂ 72.9 98 54.5 109 1.08 108
acetate o

solvents designed for minimum heat-integrated exergy
demand according to the objective function of Scheffczyk
et al. [25] reveals only minor changes in solvent selection:
The rankings are similar, as indicated by a rank correlation
coefficient of p,,n= 0.98. Although heat integration reduces
the total process exergy demand on average by 30 %, heat
integration and more accurate modeling, including sensible
heats, have a negligible effect on solvent design for the con-
sidered process flowsheet (Fig. 3). The reboiler duty, already
calculated by Scheffczyk et al. [25], represents the main
exergy demand of the process before and after heat integra-
tion since it cannot be heat integrated with this process.
Therefore, designing solvents for minimum reboiler duty is
sufficient for the process considered in this case study.
However, neglecting the sensible heat by using only the
reboiler exergy demand underestimates the total heat-inte-
grated process exergy demand on average by 29 %. In particu-
lar, the reboiler exergy demand is underestimated on average
by 21 % because the additional heat demand from the tem-
perature increase within the distillation column is not consid-
ered. Thus, accurate quantitative results require accurate pro-
cess modeling including sensible heats and heat integration.

3.2 Integrated Carbon Capture and Utilization for
the Production of Carbon Monoxide

Integrating carbon capture and utilization (ICCU) into one
process can yield efficient process concepts to capture and
utilize carbon dioxide (CO,) as a feedstock for the chemical
industry [70]. A promising CCU concept is the conversion
of CO, with hydrogen (H,) from fluctuating renewable
energy to produce carbon monoxide (CO) via a storage
molecule that compensates for the fluctuations in electricity

www.cit-journal.com
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supply as a liquid energy carrier [71-73s]. In previous stud-
ies of Jens et al. [73] and Scheffczyk et al. [50], the most
efficient process was achieved using dimethylformamide
(DMEF) as a storage molecule. DMF is produced in the syn-
thesis reaction from CO,, H, and dimethylamine (DMA,
reaction 1) and subsequently reacted to form CO and dime-
thylamine in the reforming step (reaction 2):

Reaction 1: CO, + H, + DMA — DMF + H,0 ()
Reaction 2: DMF — CO + DMA (3)
Overall: CO, + H, - CO + H,0 (4)

3.2.1 Problem Definition

So far, the described process has been investigated as a car-
bon capture and utilization process (CCU) with captured
CO, as a pure feedstock for utilization. The potential of
integrating the carbon capture from a CO, point source,
e.g., CO,-rich natural gas, by physical absorption has not
yet been evaluated for this ICCU process. An ICCU process
omits the energy-intensive CO, desorption step from the
solvent by converting the CO, to a valuable product directly
within the solvent. However, instead, the final product
needs to be separated from the solvent.

As a result, the process performance of this ICCU process
is substantially impacted by solvent and process design, as
unit operations for physical absorption, reaction, and distil-
lation are included in the process flowsheet and influenced
by the employed solvent (Fig. 4). Therefore, the optimal sol-
vent needs to balance various properties: (1) High absorp-
tion capacity and selectivity, (2) shift of the reaction equilib-
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rium and phase split with water to allow catalyst recovery,
as well as (3) low energy demand for heating, cooling, and
separation in distillation. For each candidate solvent, the
process design is tailored by optimizing the reactor pressure
Pro the pressures in the distillation columns pp;y; and
Ppisz and the molar flow of water to the reactor 1,0 to
ensure phase separation. The optimization objective is min-
imizing the overall process exergy demand E,, per mole
CO normalized by the Gibbs free energy of the overall reac-
tion ARGOCO:

sa(-}

' 0
nco AR GCO

(5)

min E,,, =

with Q; and T; representing the heat duties and correspond-
ing temperatures of the utilities, respectively. The overall
reaction is the reverse water gas shift reaction, totalling
in an overall Gibbs free energy of the reaction of
ARG, =27.72k] mol™'[73].

In contrast to the first case study (Sect. 3.1), in this
design, we allow halogens, sulfur, and tertiary amines as
building blocks for the LEA3D algorithm (see SI Sect. S2.2).
These groups are expected to be inert. We limit the choice
of amines to tertiary amines, which are not reactive in dry
CO,; capture [74,75], as considered here. However, tertiary
amines can catalyze the formation of bicarbonates from
CO, in the presence of water [74,75]. The effect of
bicarbonate formation on CO, capture due to water im-
purities and water formation in the reaction is subject to
refined evaluation and not considered in the present study.
We also remove fragments with non-aromatic carbon dou-
ble bonds, as these would be hydrogenated in the reactor.
Thus, other reactions than reactions 1 and 2 are not
assumed to occur.

Similar to the first case study (Sect. 3.1), heat that is not
provided by heat integration is supplied by external utilities.
Here, we assume low-pressure steam (3 bar) at 410K and
furnace heat at 750 K, as well as cooling water at 283 K and
refrigeration at 233 K. The heat recovery approach tempera-
ture (HRAT) equals 10K. As the CO, point source, we
assume CO,-rich natural gas with 30mol% CO, and
70 mol % methane [70]. More details can also be found in
the ST Sect. S6.

We compare the optimized ICCU process with an opti-
mized separated CCU process from the literature, going for-
ward called benchmark process. The CCU process uses the
solvent dimethylpiperidine [73]. For separated carbon cap-
ture, we assume conventional chemical absorption using
monoethanolamine [76].

3.2.2 Results and Discussion

The COSMO-CAMPD algorithm generates 1162 unique
candidate solvents in approximately 9.5 days. Of these can-
didate solvents, 390 solvents are feasible for the ICCU pro-
cess, and 330 candidate solvents are additionally commer-
cially available or synthesizable as determined by database
search or retrosynthesis. As the optimal solvent, the method
discovers 5-fluoro-dimethylpentan-1-amine with an exergy
demand of 148 k] molc}), which corresponds to 5.3 ARGLo.
Thus, the optimal solvent for the ICCU process reduces the
exergy demand by 38 % compared to the benchmark sepa-
rated CCU process with an exergy demand for this case
study of 238 kJ molg, equalling 8.6 ARG2,. This tertiary
amine solvent would need to be further evaluated regarding
the impact of water.

The best commercially available solvent is (difluoro-
methyl)benzene, ranking sixth with an exergy demand of
5.9 ARGL, which is 10 % higher than the exergy demand

Solvent

Dimethylamine

Cleaned

Gas Prx Unreacted

Gas

Hydrogen

)

Diluted

Co, * €O, o Water

Poist2

!

Y
Absorption Synthesis Storage Reforming

Distillation

Figure 4. Flowsheet for the integrated carbon capture and utilization process producing carbon monoxide
via the liquid energy carrier dimethylformamide. Dimethylformamide is produced in the synthesis reaction,

stored, and reformed to carbon monoxide in the reforming step.
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of the optimal solvent 5-fluoro-dimethylpentan-1-amine. In
total, the method designs 176 candidate solvents with a low-
er exergy demand than the benchmark that are commer-
cially available or synthesizable. Therefore, with an optimal
combination of process and solvent, the ICCU process con-
cept is an efficient alternative to the separated process and
advantageous in terms of exergy demand. Nevertheless,
about half of all evaluated solvents cause a higher exergy
demand for the ICCU process than the benchmark separat-
ed process. Thus, as already highlighted by Jens et al. [70]
for the feed specifications, an ICCU process cannot guaran-
tee a lower exergy demand in general but requires careful
and integrated solvent and process design as a key design
decision.

We compare the solvent design based on the total heat-
integrated process exergy demand to solvent rankings con-
sidering process subsystems only, i.e., unit operations. Gen-
erally, a higher absorption selectivity of the solvent for CO,
leads to a higher yield in the reactor and thus to a lower
total process exergy demand (cf. Fig.5). This trade-off is
confirmed by a correlation coefficient between the absorp-
tion selectivity and the total process exergy demand of
p = -0.54. Similarly, a high equilibrium yield of dimethyl-
formamide in the organic reactor outlet leads to a low
exergy demand (p = -0.66). Importantly, equilibrium con-
version does not correlate with exergy demand (p = 0.01)
since primarily the product concentration in the organic
phase at the reactor outlet impacts the separation effort but
not generally equilibrium conversion alone.

Despite the close correlation, choosing absorption selec-
tivity or equilibrium yield as the design objective changes
solvent selection: The solvent with the highest absorption
selectivity is 2-phenylethanol (triangle in Fig. 5) and the sol-
vent with the highest equilibrium yield is thiooxalane (dia-
mond in Fig. 5). 2-phenylethanol and thiooxalane only rank
97th and 89th in total heat-integrated process exergy de-
mand with exergy demands 34 % and 35 % higher than the
optimal solvent 5-fluoro-dimethylpentan-1-amine (Tab.2).
Therefore, considering targets for single unit operations is
not sufficient to select the optimal solvent for the overall
process. Only an objective function based on the entire pro-
cess successfully captures all process-relevant trade-offs
within the molecular properties.

Heat integration strongly affects the total exergy demand
of the process for every solvent. On average, heat integration
reduces the total process exergy demand by 52 %, ranging
from a minimum of 30 % to a maximum of 69 % of the total
process exergy demand before heat integration (Fig.6).
Therefore, a quantitative estimation of the total exergy
demand of the process requires the consideration of heat in-
tegration within the integrated design of process and solvent.

Heat integration also influences solvent ranking since the
solvent properties impact the amounts of heat that can be
integrated. However, considering the total process exergy
demand without heat integration still enables differentiation
between high- and low-ranking solvents. The correlation
coefficient between solvent ranking with and without heat
integration is P,y = 0.93. Remarkably, for this case study,
the separation exergy demand for distillation only is a good
estimator for the total exergy demand of the
heat-integrated process (p = 0.90). In separation,

30

N
o

0
Exergy demand Etot /ARGCo

Selectivity of absorption /-

benchmark:
10 separated
B0 __ _O__ CCU process |
b o
50
mo‘“) )
Q&
5 .
0 0.5 1 1.5 2 25

1 the candidate solvents exhibit substantial differ-
ences in the exergy demand. Thus, ranking ac-

0.9 cording to separation effort is effective, although
the separation exergy demand for distillation ac-
038 counts for only 21 % of the total process exergy

demand without heat integration on average.

In contrast to the low impact on the overall
ranking, the heat integration potential signifi-
cantly impacts solvent ranking among the top
solvents. For example, when heat integration is

o
[}
Equilibrium yield /-

05 not considered, only 33 candidates of the top 50
candidate solvents continue to be included in
04 the revised top 50 candidate list. The correlation
coefficient between solvent ranking with and
03 without consideration of heat integration among
the top 50 solvents is only p,n = 0.40, indicat-
02 ing a weak correlation between the two rankings.

Similarly, the correlation coefficient between
total heat-integrated process exergy demand

Figure 5. Results of the integrated molecular and process design of the heat-in-
tegrated ICCU process: Each circle represents a molecular candidate with its cor-
responding optimized process. The candidate with the lowest heat-integrated
process exergy demand is marked with a square, the candidate with the highest
selectivity of absorption is marked with a triangle, and the candidate with the

highest equilibrium yield is marked with a diamond.
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and exergy demand for distillation reduces to
p = 0.20 for the top 50 candidate solvents.

When heat integration is considered in the
design, the optimal solvent can successfully
exploit increasing pressure in the distillation
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Table 2. Ranking of candidate solvents based on the chosen objective function and exergy demand of the process normalized by the
Gibbs free energy of the overall reaction ARG, and the exergy demand of the solvent with the lowest total heat-integrated process
exergy demand Ei 1. The list contains the candidate solvent with the lowest total heat-integrated process exergy demand; the solvent
with the lowest total heat-integrated process exergy demand commercially available; the solvent with the lowest total process exergy
demand without heat integration; the solvent with the highest absorption selectivity and the solvent with the highest reactor equilibri-

um yield.
Solvent Rank Exergy demand
exergy demand equilibrium absorption Eioti/ARGYo  Eroti/Etot1
- - - - - - yield selectivity
with heat integration without heat integration
NN N 1 17 27 106 5.34 1
L,
®_<‘ 6 6 68 12 5.86 1.10
v
HyG, Br
/" 10 1 22 31 592 111
/
HyC
Q/SH 89 22 1 17 7.15 1.34
69 56 1 7.21 1.35

O 7

columns to 2.7 and 4.1bar for optimal heat integration.
Thus, for this solvent, exergy demand decreases by 51 %
from 11.0 ARG, to 5.3 ARG In contrast, the optimal

exergy demand after heat integration is 11 % higher than for
the optimal solvent. Therefore, identifying the top solvents
requires accurate modeling and consideration of heat inte-

solvent without heat integration saves only 35 % of the pro- gration.
cess exergy demand by heat integration. As a result, the
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Figure 6. Total process exergy demand considering process optimization with
heat integration (E.ot) compared to a process optimization without considering
heat integration potential (£}{?) and the total reboiler exergy demand only

(Ereb)-

4 Conclusions

This paper presents the COSMO-CAMPD meth-
od for computer-aided, integrated molecular and
process design for heat-integrated chemical pro-
cesses. The method is based on a genetic algo-
rithm that optimizes molecules evaluated by
property prediction and process optimization.
For all candidate solvents, we predict properties
used in process optimization by quantum chem-
istry. Quantum chemistry allows the calculation
of thermodynamic properties from a large mole-
cular design space independent from the avail-
ability of parametrized functional groups. For
computationally efficient and accurate process
design, shortcut process models are used for
extraction, absorption and distillation columns,
and multiphase reaction. In addition, heat inte-
gration is considered for each candidate solvent
within the process optimization. Therefore, pro-
cess modeling and optimization overcome the
limitations of state-of-the-art simplified process
performance indicators often used in CAMPD.
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The method is applied to two case studies of (1) hybrid
extraction-distillation and (2) integrated carbon capture
and utilization. In both case studies, we design promising
candidate solvents that are commercially available or syn-
thesizable and reduce the process exergy demand by up to
40 % and 38 %, compared to literature benchmarks, respec-
tively. Furthermore, the case studies reveal mutual depen-
dencies of optimal solvents and processes. For optimal
process performance, CAMPD requires a process-level
objective that captures overall process performance, e.g.,
total heat-integrated process exergy demand. Separate con-
sideration of individual unit operations or performance
targets of process subsystems is not sufficient to design opti-
mal solvents for the entire process, as evident by low corre-
lation coefficients between the objective function values of
the heuristics and the entire process.

The case studies show that heat integration significantly
impacts quantitative estimates of, e.g., process exergy de-
mand. Heat integration reduces the exergy demand in the
case studies on average by 30 % and 52 %. Due to the large
savings that can be achieved by heat integration depending
on the candidate solvent, accurate modeling considering
heat integration is crucial for selecting solvents for large
process flowsheets with various unit operations. For the
considered case studies, accurate ranking of promising can-
didate solvents cannot be achieved by simplified process
representations. However, minimizing the main process
energy drivers also provides a suitable selection criterion for
generating promising candidates that should then be ana-
lyzed in subsequent detailed investigations.

The predictive methods still contain uncertainties that
propagate through the presented CAMPD method. There-
fore, valuable future work could quantify uncertainty in
detail and explore potential improvements for CAMPD.
Future work should also integrate further properties of sol-
vents relevant for practical application that are currently
not integrated or depend on manual inspection, e.g., inert-
ness [77] or environment, health, and safety properties [78].
The presented method thus provides a strong basis for inte-
grated molecular and process design and future extensions.
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